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Abstract – Video face recognition is a widely used method in which security is essential that recognizes the 

human faces from subjected videos. Unlike traditional methods, recent recognition methods consider practical 

constraints such as pose and illumination variations on the facial images. Our previous work also considers such 

constraints in which face recognition was performed on videos that were highly subjected pose and illumination 

variations. The method asserted good performance however; it suffers due to high computational cost. This 

work overcomes such drawback by proposing a simple face recognition technique in which a cost efficient 

Active Appearance Model (AAM) and lazy classification are deployed. The deployed AAM avoids nonlinear 

programming, which is the cornerstone for increased computational cost. Experimental results prove that the 

proposed method is better than the conventional technique in terms of recognition measures and computational 

cost. 
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I. Introduction 
Face recognition can be termed as a technique of differentiating faces or confirming one or more 

individuals in a particular still or video image using a stored database [1] [2] [3]. It finds numerous applications 

in surveillance, human-computer interactions, authentication and security [4]. It is broadly classified into two 

types namely geometric feature-based and appearance-based [6]. The facial parts are considered as geometrical 

parameters and are utilized by geometric feature-based methods, for instance, elastic bunch graph matching [7] 

and active appearance model [8], while in appearance-based methods intensity or intensity-derived parameters 

are utilized [1] [17]. In a given video fragment, the process that is performed is associated with the image and is 

repeated for every frame. For this reason, we refer some face recognition approaches for a given image also 

when discussing about the recognition technique in video. The primary two stages of a face recognition 

technique is face detection and face identification [4]. Initially in the face detection stage, face images present in 

a given input image are located. Then to recognize the registered individuals of the system, faces located in the 

input image are then used by the face identification stage. This shows the sensible significance of having both 

face detection algorithms and face identification algorithms [13].  

In face recognition, the foremost concerned characteristics are variations in illumination, pose, identity 

[5], facial expression, hair style, aging, make-up, scale etc,. The variation is challenging under severe 

illumination condition even for humans accurate recognition of faces because the same person appears 

extremely different [12]. As a solution, to overcome the problem and to manage pose variations in face 

recognition view-based method is principally used. In this method, the images are captured from diverse view 

angles to recognize the face images of the persons [15] [16]. Using the images of the same view an eigen space 

model is constructed for each view. By using the view-specific eigen model, a person in a different pose can be 

recognized effectively [14]. 

Only few years before the true video based face recognition methods that consistently use both spatial 

and temporal information began in which recognition of faces from video sequence still requires more 

recognition which is a direct extension of still-image-based recognition [9]. A typical video-based face 

recognition system determines the face regions automatically by extracting features from the video and 

distinguishing facial identities, which is often a difficult task [10]. In contrast to this, utilizing motion as a cue 

identification of the segmentation of a moving person is easier if a video sequence is available. Apart from this, 

a range of various factors like illumination, pose, identity, facial expression, hair style, aging, make-up, scale 

etc. have been focused in the previous research works. However, illumination and pose are the two major factors 

that influence face recognition.  

The chief limitation of the pose-invariance recognition approach is the necessity to achieve and 

accumulate a large number of views for each face. This technique is unsuitable for conditions where only a 

small number of views of the face to be recognized are available. One of the most challenging problems is 
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varying illumination and the most important drawback of illuminations is computational cost. To address and 

solve these problems, various algorithms have been developed for face recognition. A review on handful of 

research works has been presented and the problems are addressed in the following Section. The proposed 

technique to solve the addressed problem is detailed in Section 3. The results are discussed in Section 4 and 

Section 5 concludes the paper. 

 

II. Related Works 
S.Venkatesan and S.Srinivasa Rao Madane [18] have proposed a face recognition system. The system 

used Genetic and Ant colony Optimization algorithm to identify faces in images and video tracks faces, 

distinguish faces from galleries of well-known people. Yilei Xu et al. [19] have proposed a framework called 

analysis-by-synthesis framework. In the framework the face was recognized from video sequences under 

various facial pose and in lighting situation. Connolly, J.F et al. [20] proposed an adaptive classification system 

(ACS) for video-based face recognition. The system was a combination of fuzzy ARTMAP neural network 

classifier, dynamic particle swarm optimization (DPSO) algorithm, and a long term memory (LTM).  

Unsang Park et al. [21] introduced the adaptive use of multiple face matchers to improve the 

performance of face recognition in video. In their method, active appearance model (AAM) and a Factorization 

based 3D face reconstruction technique were exploited to estimate the active information of facial poses in 

different frames. Hui fuang Ng et al. [14] proposed an approach, which was not much sensitive to direction of 

views and required only one sample view per person. Xiujuan Chai, Shiguang Shan et al. [22] proposed a 

Locally Linear regression (LLR) method in which an essential frontal view is generated from a given non frontal 

face image. In order to accomplish this, they exploited linear mapping and the assessment of the linear mapping 

was formulated as a forecasting problem.  

Ognjen Arandjelovic et al. [23] presented a recognition method based on simple image processing 

filters to produce a single matching score between two different faces. They implicitly estimated the difference 

of the illumination conditions between query input and training dataset in the method. Sheikh et. al. [24] 

proposed a framework for human face retrieval in which face detection was performed using Viola and Jones 

frontal detector and the features were extracted using fast Haar transformation. Sheikh et. al. [25] converts the 

query image to a 3D- ellipsoid model based on the viola and jones frontal face detector. They used chamfer 

distance measure to performing recognition.   

The review of works clearly interprets that the video faces are highly variable, deformable objects, and 

different appearances in frame depending on pose, lighting, expression, and the identity of the person. Besides 

that, the frame can have different backgrounds, differences in image resolution, contrast, brightness, sharpness, 

and color balance. This means that interpretation of such video face requires the ability to understand this 

variability in order to extract useful information and this extracted information must be of some manageable 

size. However, the recent related works have focused on such practical constraints such as pose and illumination 

variations of the facial images. In our previous work, we had developed a solution for considering both pose and 

illumination variation, however the methodology is highly complex despite it performed well. 

In this work, we intend to propose a simple face recognition technique, which is simpler in terms of 

computational complexity, using Active Appearance Model (AAM). Active Appearance Model is well known 

for its differentiation and integration ability under different poses of subjected faces. Conventionally, the AAM 

is exploited along with a non-linear programming to extract features. The extracted features require a classifier; 

mostly an intelligent classifier is required for further recognition process.  
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Figure 1: High Level Block Diagram of Proposed Face Recognition (i) Development of Feature Library and (ii) 

Recognition Stag  
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This again increases the computational complexity despite the features that distinguish pose variations. In order 

to avoid such complexities, we propose active appearance features without incorporation of nonlinear 

programming and a lazy classifier to training complexities. 

 

III. Proposed Technique 
The proposed technique is comprised of two stages, (i) Development of Feature Library and (ii) Recognition 

Stage. A high level block diagram of the proposed face recognition system is given in Figure 1.  

 

A. Development of Feature Library 

Let us consider a facial database   NiVV i ,,1
 
, where N is the number of videos in the 

database. In the database, iV is 
thi video, which is of length T seconds and holds pN   number of poses. For 

every pose, a sample frame                     ipf : 1,,1,0  pNp  is selected and then the combined 

appearance model is extracted. In order to extract a combined appearance model for every 
thi video, individual 

shape and appearance models are extracted and subsequent combining processing is performd. 

 

 
Figure 2: Active marks on sample images 

 

In both the shape and appearance model extraction, manual intervention is required as like in the AAM, in 

which the active portions of faces are manually marked and then they are subjected to shape and appearance 

model extraction. The manually marked active portions of some sample faces are given in Figure 2. 

 

B. Shape Model Extraction 

Generally, shape model is a statistical model, which depicts the shape features of a deformable object. 

Conventional shape model [26] performs iterative procedures to determine precise statistical relationship among 

the facial portions; however the complexity is increased because of the iterative procedure. The propose method 

extracts a simple shape model without any iterative procedures, which is given as follows: 
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where, ipqS  is the shape model of 
thq active portion of 

thp pose in thi video, 
x
ipqS  and 

y
ipqS  are the shape 

model of x and y co-ordinates, ipqX  and ipqY  are a vector of x co-ordinates of  
thq active portion of 

thp pose 

in thi video, respectively, x
iq , y

iq , iqX and iqY are the local mean and global mean shape model of 
thq active 

portion in thi video, respectively. The local mean and global mean shape models can be determined as follows 
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C. Appearance Model Extraction 

Active Appearance Model is a statistical model that defines shape and appearance of an object. In our work, we 

exploit the benefits of appearance model simply by considering the gray levels of the interconnected landmark 

points. An interconnection of land mark points that depict appearance of a face is shown in Figure 3. 
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From figure 3, it can be seen that an appearance structure of the face is firstly landmarked, secondly a mesh 

structure is formed and eventually, the mesh model is extracted. The position of the such mesh nodes are 

considered as shape model in the previous  

 

    
      (i)         (ii) 

 
(iii) 

Figure 3: Extraction of Appearance Model  

(i) Face with Landmark points,  

(ii) Mesh structure Landmark points, and  

(iii) Mesh Model of Face Appearance 

 

Section and the gray portions are considered as the appearance model along with the interconnect information. 

The extracted appearance model can be represented as in equation (5) in which  ipipqip SAA 
 

 

D. Recognition Stage 

The Recognition stage performs most of the similar processes as done in the feature library and then 

performs a lazy classification to recognize the acquired face belongs to an authorized person or not. The 

recognition systems may either work in online or in offline, anyhow the face is acquired by video acquisition 

system and the face localization is performed. Once the localized face is grabbed, then the further process of 

extracting the features takes place. As stated earlier, the further extraction of facial shape and appearance model 

takes as performed in Section B & C and test feature set is determined as follows. 

 

E. Lazy Classification 

This work exploits lazy classification as because the lazy classification requires no training process, 

which can highly reduce the system complexity. Despite lazy classification is not assured for recognition 

accuracy, the features are extracted in such a way that improved recognition accuracy can be accomplished from 

the introduced lazy classifier. The lazy classification process is performed with the aid of Squared Euclidean 

Distance (SED). The classification model is given as follows: 



AAM and LC for Face Recognition 

DOI: 10.9790/2834-1506012130                               www.iosrjournals.org                                               26 | Page 

 
TN

i

A
i

S
i

A
i

S
i

i
DD

DDN
 






:minarg
1

0  (6) 
where,  

  










1

0

1

0

2
p a

N

p

N

q

test
qipq

S
i SSD

  (7)
 

  










1

0

1

0

2
p a

N

p

N

q

tset
qipq

A
i AAD

  (8)
 

In equation (6), 
 is the classification distance, T is the distance threshold, 

S
iD and 

A
iD are the shape and 

correlation parameters, respectively.  

As per the model, which is given in equation (6), the classification is performed and the face 
shall be a 

recognized face, whereas if  
 
decision would be unrecognized. Eventually a recognized face is identified 

for its identification number and the approved credentials are displayed through output device. 

 

IV. Experimental Results 
The proposed face recognition technique is implemented in the working platform of MATLAB 

(version 7.11) and tested in a machine, which has Intel Core i5 Processor, 4GB RAM and a clock speed of 3.20 

GHz. The performance of the proposed technique is analysed using UPC Face Database. For simplicity and 

visualize the performance in depth, we divide the database into four subsets and we organize in such a way that 

each subset has different pose and illumination views of ten persons. In every database, ten-fold cross-validation 

is performed and the performance is observed in terms of statistical measures and computational time.  

 

A. Performance Analysis 

The cross-validation results of the proposed and conventional face recognition technique [27] on the benchmark 

datasets are given as confusion matrices and statistical measures in Table I and II, respectively. 

TABLE I: CONFUSION MATRICES OF PROPOSED AND CONVENTIONAL METHODS FOR – 

(i) DATASET 1, (ii) DATASET 2,  

(iii) DATASET 3 AND (iv) DATASET 4 
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TABLE II: CROSS-VALIDATION RESULTS BETWEEN PROPOSED AND CONVENTIONAL FACE 

RECOGNITION SYSTEMS ON –  

(i) DATASET I, (ii) DATASET II, (iii) DATASET III, AND (iv) DATASET IV 

FPR – False Positive Rate (in %) 

PPV – Positive Predictive Value (in %) 

NPV – Negative Predictive Value (in %) 

FDR – False Discovery Rate (in %) 

MCC – Mathew Correlation Coefficient 

(i) 
Performance Metrics Proposed 

Method 

Conventional 

Method 

Accuracy 90 70 

Sensitivity 80 40 

Specificity 100 100 

FPR 0 0 

PPV 100 100 

NPV 83.3 62.5 

FDR 0 0 

MCC 0.82 0.5 

(ii) 
Performance Metrics Proposed 

Method 

Conventional Method 

Accuracy 80 50 

Sensitivity 80 20 

Specificity 80 80 

FPR 20 20 

PPV 80 50 

NPV 80 50 

FDR 20 50 

MCC 0.48 0 

(iii) 
Performance Metrics Proposed 

Method 

Conventional Method 

Accuracy 70 30 

Sensitivity 60 20 

Specificity 80 40 

FPR 20 60 

PPV 75 25 

NPV 66.66 33.33 

FDR 25 75 

MCC 0.3265 -0.163 

(iv) 
Performance Metrics Proposed 

Method 

Conventional Method 

Accuracy 70 60 

Sensitivity 60 20 

Specificity 80 100 

FPR 20 0 

PPV 75 100 

NPV 66.66 55.55 

FDR 25 0 

MCC 0.326599 0.3333 

 

 
Figure 4: Averaged Comparative Chart between the proposed and conventional face recognition technique 
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In each confusion matrix (Table 1), the top left and right represents True positive (TP) and False positive (FP), 

respectively and bottom left and right represents False Negative (FN) and True Negative (TN) respectively. 

Here, the TP, FP, TN and FN values are determined as follows: 

TP – when an authorized person is identified correctly 

FP – when an unauthorized person is identified as authorized 

FN – when an authorized person is identified as unauthorized 

TN – when an unauthorized person is identified correctly 

Based on the confusion matrices, the statistical performance measures such as accuracy, sensitivity, specificity, 

FPR, PPV, NPV, FDR and MCC are calculated and tabulated in Table II. In most cases, the performance of the 

proposed technique is better than the conventional face recognition technique. Even in some instants, the 

conventional face recognition technique is outperforming rather than the proposed technique, for instance, for 

dataset 4, PPV of proposed method is only 75% of the conventional method, but when averaged data is 

considered, the proposed technique outperforms. This can be visualized from the comparative chart, which is 

illustrated in figure 4. 

 

B. Complexity Analysis 

The proposed face recognition technique is computationally less complex rather than the conventional face 

recognition technique despite pose and illumination factors are considered in the process. The determined 

computational time for testing is tabulated in Table III and the averaged comparative chart is given in Figure 5. 

 

TABLE III: TIME TAKEN BY THE RECOGNITION STAGE OF PROPOSED AND CONVENTIONAL 

METHOD UNDER VARIOUS CROSS-VALIDATION EXPERIMENTS 

(i) 
Experiment No. Proposed Method 

(in seconds) 

Conventional Method 

(in seconds) 

1 0.046403 9.132254 

2 0.045505 7.777212 

3 0.046203 8.586688 

4 0.048359 4.722249 

5 0.047265 8.109439 

6 0.046123 8.615386 

7 0.043215 8.498807 

8 0.048245 8.135393 

9 0.049569 8.639124 

10 0.049575 9.459281 

 

(ii) 
Experiment No. Proposed Method 

(in seconds) 

Conventional Method 

(in seconds) 

1 0.003829 8.87961 

2 0.003719 8.208001 

3 0.003982 9.501837 

4 0.003579 7.729446 

5 0.003721 8.624749 

6 0.003845 7.71216 

7 0.003956 7.793763 

8 0.003485 9.518724 

9 0.003614 9.740584 

10 0.003525 8.790306 

    

(iii) 
Experiment No. Proposed Method  

(in seconds) 

Conventional Method  

(in seconds) 

1 0.003693 7.150357 

2 0.003591 7.618764 

3 0.003489 7.200222 

4 0.003562 7.734955 

5 0.003548 7.60312 

6 0.003674 7.234343 

7 0.003697 7.497155 

8 0.003789 7.594407 

9 0.003815 7.1227 

10 0.003835 7.281026 
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(iv) 
Experiment No. Proposed Method  

(in seconds) 

Conventional Method  

(in seconds) 

1 0.003914 33.945641 

2 0.003819 24.823843 

3 0.003818 25.969141 

4 0.003958 36.278052 

5 0.003882 33.465799 

6 0.004015 44.872417 

7 0.003614 33.945641 

8 0.003689 24.823843 

9 0.003715 38.945641 

10 0.003769 28.823843 

 

 
Figure 5: Averaged complexity comparison on proposed and conventional face recognition method. 

 

From Table III and Figure 5, it can be seen that the proposed face recognition technique is very less 

complex than the conventional face recognition technique. The comparison shows that there is tens of deviation 

between them. In order further substantiate, averaged complexity is determined in which tens of deviation can 

be seen for datasets 1, 2 and 3 and three tens of deviation for dataset 4. Moreover, proposed technique consumes 

consistent time duration for evaluating an unknown image, which is an added advantage over the conventional 

recognition method.   

 

V. Conclusion 
This paper introduced a simple face recognition method to perform precise recognition in least 

computational cost. The work intended to solve the drawback of high computational cost of our previous 

recognition method. The experimental results showed that the proposed method outperforms the previous work 

in terms of both recognition accuracy and computational cost. This is mainly because of the fact that the usage 

of appearance model parameters in a simple way without exploiting any nonlinear programming. Moreover, the 

lazy classification deployed in the method further reduced the computational complexity. Even though, the work 

was mainly focused on reducing the computational complexity on recognition stage, there could not be any 

compromise on the precision of recognition. However, as the analysis was made on a limited datasets and not in 

a common bench, the future scope of the work relies on careful and extensive analysis over the technique under 

various test setups.  
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